
● Well-tuned cross-entropy is a strong baseline (ranks second only behind 
Harmonic Networks [Ulicny et al. 2019])

● Published baselines are underperforming
● Strong baseline: small bs (e.g., 16), 10-4 < wd < 10-2, 10-4 < lr < 10-3
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Data-efficient image classification (DEIC):
● Train classifiers from limited data - Few tens of samples per class 
● Do not employ pre-trained networks - NO Transfer Learning from large datasets

Lack of a common benchmark
● Subsampled datasets without canonical splits
● Overfitting on natural images (e.g., CIFAR10) which generally do not have 

data-deficiency issues

Motivation

Lack of reliable comparisons
● Neglecting the existing state of the art
● Using untuned baselines (default params may lead to suboptimal performance) 

Context

1st Benchmark for DEIC (https://github.com/cvjena/deic):
● 6 different datasets covering different data types and domains 

(ciFAIR10, ImageNet, CUB200, EuroSAT, ISIC2018, ClaMM) 
● Strict and realistic evaluation pipeline (HPO on small validation set, common base 

architecture and optimizer)
● Re-evaluation 8 state-of-the-art methods along with the baseline

Contribution

Findings
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