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Abstract

In this report, we introduce the technical details of our
submission to the VIPriors object detection challenge. Our
solution is based on frameworks of YOLOv4[1], YOLOv5,
and their variants with EMA. Firstly, we adopt a sophis-
ticated training strategy that could help us obtain 4 inde-
pendent Validation sets. Secondly,we introduce an effective
data augmentation method to address the lack of data prob-
lem, which contains mosaic[1], mix-up[18] and random
color-jitter. Thirdly, we utilize a multi-model integration
strategy to refinement the prediction box, which weighted
boxes fusion (WBF)[16]. Furthermore, both multi-scale
training[14] and multi-scale testing are included, which
have significant detection performance for small targets.
Experimental results demonstrate that our approach can
significantly improve the AP @ 0.50:0.95 to 0.305 on the
DelftBikes1[4] dataset.

1. Introduction
In order to save training data and reduce energy con-

sumption, the 2nd Visual Inductive Priors for Data-Efficient
Deep Learning Workshop was introduced as an ICCV 2021
workshop to promote data efficiency. As part of the work-
shop, five challenges were offered covering various popular
research areas of computer vision such as image classifica-
tion, object detection, instance segmentation, action recog-
nition, re-identification. Each challenge uses a small frac-
tion of the publicly available benchmark dataset with the
strict rule that models must be trained from scratch and no
external data is allowed.

Object Detection has made great process in recent years.
Most of the current state-of-art detectors[15, 10, 12, 7, 11]
are finetuned from huge amount of annotated data[13].In
many practical applications cenarios,due to the limitations
of various conditions,we cannot get a large number of sam-
ples for training.Therefore,it is necessary to study object de-
tection algorithm based on small samples.

Existing object detection datasets such as MS-COCO[8],

Imagenet-det[13], and Open Image[6] have no annotated
object parts. Pascal-Parts[2] include part labels, yet lack
information if a part is missing and where, as is required to
evaluate visual verification. Thus, [4] shows how popular
object detectors hallucinate objects in a visual part verifi-
cation task and introduce the first visual part verification
dataset: DelftBikes1, which has 10,000 bike photographs,
with 22 densely annotated parts per image, where some
parts may be missing. It focuses on obtaining high average
precision (AP) on a DelftBikes1 object detection dataset.

To address this challenge, we focus on data augmenta-
tion in data preprocess and utilize the mosaic[1] and mixup
methods to improve the diversity of object images. Then
we respectively trained yolov4, yolov5, and multiple vari-
ants for them to detect. Finally, we adopt weighted boxes
fusion (WBF)[16] method of the multiple-model ensemble
on the test dataset. The network framework is shown in Fig-
ure 1. Experimental results demonstrate our approach can
significantly improve the object detection performance and
achieve a competitive result on the test set. The implemen-
tation details of the above are described in section 2 and
section 3.

2. Methods

2.1. Data Augmentation

DelftBikes1[4] is a dataset of 10k images with 22
densely annotated parts specifically collected and labeled
for visual verification. The dataset is randomly split into
8k for training and 2k for testing. To increase the number
of samples to train, we have utilized mosaic[1] and mixup
argumentation methods.

Mosaic[1] argumentation is proposed as part of the
YOLOv4 pipeline, which works very similar to that of
stitchers that four sub-images make up one image to be used
as a sample, except that each sub-image is cropped by a ran-
dom size selected from a range of scales. In this challenge,
we incorporate one more trick that uses the supercategory
information as prior knowledge.

The general data augmentation method is to transform



Figure 1. The overall architecture of our framework architecture.

the same category. A mix-up[18] uses modeling between
different categories to achieve data augmentation. Two
samples are randomly selected to improve the diversity of
the training set from the training samples for simple random
weighted summation. At the same time, the labels of the
samples also correspond to the weighted summation, and
then the prediction results and the weighted summation of
the label after the loss are calculated, and the parameters are
updated in the backpropagation.

2.2. Weighted Boxes Fusion

Many model fusion methods can significantly improve
performance, such as voting, boosting, bagging, and stack-
ing. In this report, we adopt a weighted boxes fusion (WBF)
integration algorithm that improves detection performance
by integrating predictions of different object detection mod-
els. The goal of WBF is to fuse the information of all pre-
diction frames. It can correct a situation in which all models
predict the frame to be inaccurate.

3. Experiments

3.1. Implement Detail

As shown in Figure 1, our solution is based on the frame-
work of Scaled-YOLOv4[17], YOLOv5, and their several
variants.

All experiments were conducted using the Scaled-
YOLOv4[17], YOLOv5 toolbox developed by PyTorch[9].
And we run experiments on NVIDIA V100. Training con-
figurations are summarized as follows. (1) According to
the multi-scale training strategy, we scale the input images
to different sizes, such as 1280, 1408, 1536, 1664, 1792.
(2) For both mix-up[18] and random color jittering, the im-
plementation probability is set to 0.5. (3) The mini-batch
stochastic gradient descent (SGD) method[5] is applied to

optimize parameters. The weight decays are set to 5×10−4,
and the momentums are set to 0.937. (5) Because of the
train from Scratch, the maximum epoch for training is set
to 100 and the batch size is 32.

3.2. Training Strategy

According to a previous paper, we know that multi-scale
training[14] is a very effective method to improve the re-
sults, so we did not use experiments to verify this conclu-
sion again, but directly used it.

The training set has a total of 8k images. For the small
sample data set, we divide it into 4 equal parts in an orderly
manner. There are 2k images in each part, which are re-
spectively used as the verification set of sub-data S0, S1,
S2, and S3. Therefore, four independent training data sub-
sets are obtained. The above four training sets are used as
input, and the weights are obtained through the detector. Af-
ter that, the multi-scale test is performed, and the image size
is respectively resized into 1280, 1408, 1536, 1664, 1792.
And we will get values of pred0, pred1, pred2, pred3. Fi-
nally, the final prediction result is obtained after they pass
through weighted boxes fusion (WBF)[16].

3.3. Evaluating visual verification

For visual verification, we want high recall of present
parts and low recall of missing parts where detecting the
same object multiple times does not matter. Besides,
wrongly detected missing parts (false positives) cost more
than not detected present parts (false negatives). Thus, our
Fvv evaluation score is based on recall and inspired by the
Fβ score[3] so we can weight detection mistakes differently
as

Fvv =

(
1 + β2

)
RP

(
1−RM

)
β2 (1−RM ) +RP

(1)



Method AP @ 0.50:0.95

YOLOv4-P5+muilti-scale 0.2954

YOLOv4-P5+muilti-scale+* 0.2989

YOLOv4-P6+muilti-scale -

YOLOv4-P6+muilti-scale+* -

YOLOv4-P7+muilti-scale -

YOLOv4-P7+muilti-scale+* -

YOLOv5-L6+muilti-scale -

YOLOv5-L6+muilti-scale+* 0.2974

YOLOv5-X6+muilti-scale -

YOLOv5-X6+muilti-scale+* -

Ensemble 200 models 0.305
Table 1. Test phase submission results.

RP is the present recall and RM the missing recall calcu-
lated at a certain IoU threshold. The β parameter allows to
weight the detection mistakes, where we set the β parame-
ter to 0.1 so that detections of missing parts are 10x more
costly than not detected present parts.

3.4. Results

Results are shown in Table 1. Comparing the two base-
lines of YOLOv4[1] and YOLOv5, scaled-yolov4 performs
better. Among the models of the Scaled-YOLOv4 series,
Scaled-YOLOv4-p5 has the best performance. We specu-
late that it is because the target size of the training data is
moderate but uniform, and there are not too many detection
targets of extremely small size.

4. Conclusion

This report details the key technologies used in the
VIPriors object detection challenge. Our primary con-
cern is data augmentation to extract more compelling fea-
tures. The introduction of mosaic[1], mix-up[18], color-
jitter techniques to expand the training set make the model
more robust. Besides, a strong and effective model archi-
tecture is also very important. Our selection of Scaled-
YOLOv4[17], YOLOv5, and their variants have shown a
powerful ability to predict missing objections. Finally, we
adapt to a weighted boxes fusion (WBF)[16] method of the
multiple-model ensemble on the test dataset to modify the
prediction box, and the AP @ 0.50:0.95 after model inte-
gration reaches 0.305.
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